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GENERAL FORECASTING TECHNIQUES AND MACHINE LEARNING
1- General introduction to load forecasting

Importance of 
load 

forecasting

•  Load forecasting (LF) has become one of the most important areas of research 
in the power industry, especially in power system design, planning, operation 
and development and it is the base of economic studies of energy distribution and 
power market.

•  Accurate LF plays a key role in reducing generation costs and deals with the 
reliability of the power system.

•  In addition, renewable energy LF (wind, solar, etc.) become even more difficult 
since new descriptive variables with different phenomenology come into play. 

Independently of the methodology to be applied,  tasks are divided into 4 parts:
•  Identification of input variables (feature engineering).
•  Pre-processing of data (outlier/peak detection).
•  Selection of training set.
•  Testing the model (define a metric).

•  By periods: The period of the load forecasting can go from years (long-term) to 
weeks/months (medium) or day/hours (short).

•  By methodology used:
•  Statistical approach: Mathematical models that predict the relationship 

between load and several input factors.
•  Expert systems: Previous knowledge (if-then rules).

Forecasting 
classification

Forecasting 
model

procedure
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2- Conventional forecasting techniques 

•  Input variables: Past values of load, and past forecast errors.
•  Advantages: Dynamic, can correct for correlation of errors across observations.
•  Disadvantages: Assumption of linearity, cannot capture impact of weather 

variables.

Summary of the three most frequently used short-term forecasting methods:

Artificial 
Neural 

Networks

•  Input variables: Weather and calendar variables.
•  Advantages: Can capture impact of weather on load, easier model estimation, 

easier interpretation of model parameters.
•  Disadvantages: Restrictive assumption of linear relationship between load 

and other variables.

•  Input variables: Weather and calendar variables, nonlinear transformations of 
those.

•  Advantages: Flexible, can capture nonlinearity, allows interaction among load 
affecting factors.

•  Disadvantages: Requires large data samples, estimation takes longer, network 
architecture may be usually utility dependent. Problematic with over-fitting.

Linear models

ARIMA
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3- Initiatives using ML: GEFCom2012/2014

•  Recently, efforts have been focused on the use of machine learning algorithms to solve 
forecasting-like problems.

•  Those initiatives carry out a significant increase of the performance (lower values of MAPEs), 
but also a less computational time, more flexibility and interpretability. 

•  The methods used in the different events:

•  GEFCom is a competition that brings together the state of the art techniques and bridges the gap 
between academic research and industrial practice.

GEFCom2014	
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3- Initiatives using ML: Kaggle

•  Kaggle is a platform for data science competitions with a community of more than 600000 data 
scientist from all over the world, solving difficult real problems.

Sales forecasting example 
where the combination of 
conventional and modern 
technics outperforms other 
approaches.

•  Recently, efforts have been focused on the use os machine learning algorithms to solve 
forecasting-like problems.

•  Those initiatives carry out a significant increase of the performance (lower values of MAPEs), 
but also less computational time, more flexibility and interpretability. 

•  The methods used in one forecasting competition:
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4- ‘State of the art’ methods: Definitions

Deep Learning 

Deep learning:
•  is a specific approach used for building and training neural networks, which are considered 

highly promising decision-making nodes. 
•  An algorithm is considered to be deep if the input data is passed through a series of nonlinearities 

or nonlinear transformations (NN layers) before it becomes output. 
•  Deep learning removes the manual identification of features in data and, instead, relies on 

whatever training process it has in order to discover the useful patterns in the input examples. 
•  This makes training the neural network easier and faster, and it can yield a better result that 

advances the field of artificial intelligence.
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4- ‘State of the art’ methods: Definitions

Gradient boosting machine :
•  Machine learning technique for regression and classification problems, which produces a prediction 

model in the form of an ensemble of  weak prediction models, typically decision trees. 
•  It builds the model in a stage-wise fashion like other boosting methods do, and it generalizes them by 

allowing optimization of an arbitrary differentiable loss function.
•  It is flexible and interpretable framework and allows the possibility of parallelism.

Gradient Boosting Machine
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4- ‘State of the art’ methods: Example 1

Published: February’2016	

•  The results obtained show that using a multivariate NARX model, more accurate results were 
obtained. 

•  The inclusion of additional meteorological variables is thus recommended in wind speed 
forecasting models if they are available. 

•  As well as being a multivariate model, the NARX neural network is a class of discrete-time 
non-linear techniques that can represent a variety of non-linear dynamic systems, as in the 
case of wind speed time series. 
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4- ‘State of the art’ methods: Example 2

Published: July’2017	

•  Shows the performance of the median operational area when comparing DNNs to ANNs on 
several hard to forecast days. 

•  DNN is performing better than the others except for the situation where the lack of data 
helps linear regressions. 



APLICACIONES EN INFORMÁTICA  AVANZADA, S.L. www.aia.es 11	

GENERAL FORECASTING TECHNIQUES AND MACHINE LEARNING
4- ‘State of the art’ methods: Example 3

•  P-PVFM refers to the physical reference model. Expert system model (no details).
•  The Auto-LSTM network is the best performing DNN. It combines the feature extraction ability of 

the AutoEncoder with the forecasting ability of the LSTM. 
•  There  is a significant gain on the performance of the error comparing the conventional 

approach (PVFM) and the ML approach using DNN.	

Published: February’2017	

Conventional approach	 Modern approach	
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4- ‘State of the art’ methods: Example 4

Published: August’2017	
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4- ‘State of the art’ methods: Example outside sector

•  SVM, after performing some tests, the 
results revealed that the algorithm was not 
adapted to handle the current ride-hailing 
problem and it is, SVM for regression, 
computationally extremely expensive.

•  GBDT clearly provides the best 
performances in terms of general 
predictive capabilities.



APLICACIONES EN INFORMÁTICA  AVANZADA, S.L. www.aia.es 14	

•  Symbolic forecasting use functions as input variables for, among others, capturing tendencies, 
take into account the calendar/laborability, the context, etc. It is based on the historical data and it 
is trained continuously (stream data). And a key point is that it weights the historical data using 
exponential smoothing.
•  Advantages: Once the functions are calibrated, predictions have good performance.
•  Disadvantages: Hard to calibrate functions. Need special treatment for every service point. 

Need some initial period of data to estipulate what are the best functions to use.

•  Conventional methods: Since the early 1990s, Grupo AIA is using symbolic forecasting 
technique with great success for different applications. Electric and natural gas forecasting 
demand applying this methodology in a daily basis to predict a very large amount of service 
points.

•  Modern methods: Nowadays, AIA is focusing on applying modern techniques like, GBM for 
natural gas and LSTM for electric load forecasting, that in combination with the previous 
approach led to better performance of the predictions. 
•  As an example, GBM can handle multiple service points without the need to individualize 

the calibration. Also, provides the important matrix variables that help in the interpretability 
of the model showing the most important variable for each SP.

GENERAL FORECASTING TECHNIQUES AND MACHINE LEARNING
5- Grupo AIA experience: Energy sector
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6- Conclusions

•  Conventional techniques provide a reasonable load forecasting prediction, but, in 
general, machine learning techniques being one of the latest approaches and 

provide greater accuracy of the forecasts as compared to conventional techniques.

•  Furthermore, modern techniques have some advantages like interpretability, 

parallelism which increase efficiency on large datasets and flexibility.

•  So far, it seems that, the best approach combines both worlds, conventional and 

modern techniques, methodologies since one complements the other. 

•  Small data set with ARIMA and linear models and large dataset with non-linear 

correlations of deep learning and gradient boosting.
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